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Introduction
SA2 agreed to the following requirements for Network slicing.

“Network slicing enables the operator to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements, e.g. in the areas of functionality, performance and isolation.
Solutions for this key issue will study:
· Functionality and capabilities within 3GPP scope that enables the next generation system to support the Network Slicing and Network Slicing Roaming requirements defined in TR 22.864 [a] and in normative stage 1 specifications (when available), including but not limited to:
-	How to achieve isolation/separation between network slice instances and which levels and types of isolation/separation will be required;
-	How and what type of resource and network function sharing can be used between network slice instances, if any;
Editor’s Note: The wording of the above bullet needs to be enhanced to distinguish between sharing of resources and sharing of network functions.
-	How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;
-	What is within 3GPP scope with regards to Network Slicing (e.g. network slice creation/composition, modification, deletion);
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]-	Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;
-	The procedure(s) for selection of a particular Network Slice for a UE;
-	How to support Network Slicing Roaming scenarios; and
-	How to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.) that require similar network characteristics.
In our understanding some fundamental architecture principles for network slicing in the context of NextGen are the following:
1. Network slicing should allow a mobile operator to address different use cases, services with different demands on network capabilities effectively.
2. Each network slice can be based on different architectural principles. Network slicing is an appropriate means to keep networks based on different architectures separated.
3. Network slicing concept should allow operator to run different deployments based on different architectures in parallel (e.g. one deployment compliant to 3GPP architecture, another deployment not compliant to 3GPP architecture).
4. Each Network slice has its own isolated set of resources..
5. Network slicing should allow operators to provide services by abstracting the functionality offered by the network slice by exposing open APIs to 3rd party service provider.
6. Selection principles are critical for network slicing to be accomplished: How is a UE steered to a network slice, how are components of a network slice selected, is the selection organized central or decentral?
7. In principle, it should be possible to steer the UE to different network slice depending on the type of application and service it requires. This may depend on factors such as UE capabilities, configuration and authorization.
8. In principle, a UE should be able to camp on any network slice for which it is authorized and configured at any time. 
9. This solution proposes that a multi-dimensional descriptor (e.g. application, service descriptor) is configured in the UE. UE reports multi-dimensional descriptor to the network. Based on the multi-dimensional descriptor provided by the UE and other information (e.g. subscription) available in the network, the relevant functions within a certain network slice can be selected. This allows for a multi-dimensional selection scheme where different flavors of network slices supporting the same or similar applications can be selected. The selection can also be organized centrally or de-centrally.Definition of a multi-dimensional descriptor (e.g. application, service descriptor) that is configured in the UE and reported to the network allows addressing a particular slice and a particular application. Based on this multi-dimensional descriptor, the type of functions within a certain network slice can be selected. This allows for a multi-dimensional selection scheme where different flavors of slices supporting the same or similar applications can be selected. Some illustrations on why multi-dimensional descriptor is necessary and how it is used:
a. Mobile broadband UE can request a service referred to as “session continuity” for a certain application. In this case, network chooses functional entities necessary to support mobility procedures, session management and other relevant functions such as policy control, security.
b. Stationary IoT UE can request a service referred to as “session on demand” for a certain application. In this case, network chooses functional entities necessary to support session on demand (and no function selected to offer support for mobility).
c. Critical MTC UE can request a service referred to as “efficient user plane path” for a certain application. In this case, network chooses functional entities necessary to support low latency user plane path and at the same time offer support for route optimization, as needed due to UE mobility.
Furthermore, the requirements of a UE running a certain application (e.g. for eMBB slice) can change during its lifetime. In this case, it may be beneficial for the functional components within a given slice to already take varying requirements into account when the slice is created. This enables selection of right functional components within the already existing network slice rather than having to create new network slice when the requirement changes.
It should also be noted that 3GPP has already specified solutions for core network selection, for instance, low priority indicator based selection in rel-12, UE redirection towards dedicated core network (DECOR) and eDECOR in rel-13.
In this paper, we focus on two main aspects of network slicing:
1. We show how network slicing mechanism can be leveraged to deploy different architectures in the same network for diverse use cases in parallel and how they can co-exist in the same operator network.
2. We also show how multi-dimensional selection criteria can be employed for network slicing, considering various use cases and services offered (e.g. services offered by a micro services architecture)   
Proposal
It is proposed to add the following Solution on Network Slicing to TR 23.799 “Study on Architecture for Next Generation System”.
[bookmark: _Toc399511925][bookmark: _Toc324232210][bookmark: _Toc326248701][bookmark: _Toc399743733][bookmark: _Toc248905717]* * * Start of changes * * * *

[bookmark: _Toc434312258]6	Solutions
Editor's Note: This section describes the solutions to the key issues and solutions to architecture design. 
6.x	Solution principles for Network slicing
Editor's Note: It should be indicate here to which issue(s) the solution applies. 
[bookmark: _Toc442563437][bookmark: OLE_LINK6][bookmark: OLE_LINK7]6.x.1	Architecture description 
Editor's Note: This clause will contain e.g., terminology, overview, architecture description of the solution.
This solution fulfils the following fundamental architecture principles for network slicing:

· The procedure(s) for selection of a particular Network Slice for a UE; This solution proposes that a multi-dimensional descriptor (e.g. application, service descriptor) is configured in the UE. UE reports multi-dimensional descriptor to the network. Based on this multi-dimensional descriptor provided by the UE and on other information (e.g. subscription) available in the network, the relevant functions within a certain network slice can be selected. This allows for a multi-dimensional selection scheme where different flavors of network slices supporting the same or similar applications can be selected. The selection can also be organized centrally or de-centrally. The selection can also be organized centrally or de-centrally.
· Network slicing should allow a mobile operator to address different use cases, services with different demands on network capabilities effectively.
· Each network slice can be based on different architectural principles. Network slicing is an appropriate means to keep networks based on different architectures separated.
· Network slicing concept should allow operator to run different deployments based on different architectures in parallel (e.g. one deployment compliant to 3GPP architecture with centralized user plane processing function, one deployment compliant to 3GPP architecture with distributed user plane processing function).
· Each Network slice has its own isolated set of resources, this means e.g. that deploying, maintaining and usage of a network slice does not affect other network slices.
Note: This does not preclude the fact that two network slices can share resources between them.
· Network slicing should allow operators to provide services by abstracting the functionality offered by the network slice through open APIs exposure to 3rd party service provider.
· In principle, It should be possible to steer the UE to different network slicea UE should be able to be served by any network slice at any time depending on the type of application and service it requires.  This may nevertheless depend on factors such as UE capabilities, configuration and authorization.
· [bookmark: _GoBack]Selection principles are critical for network slicing to be accomplished. Definition of a multi-dimensional descriptor (e.g. application, service descriptor) configured in the UE and reported to the network allows selecting a particular slice. Based on this multi-dimensional descriptor provided by the UE and on other information (e.g. subscription) available in the network, the relevant functions within a certain network slice can be selected. This allows for a multi-dimensional selection scheme where different flavors of network slices supporting the same or similar applications can be selected. The selection can also be organized centrally or de-centrally.

6.x.1.1 Network slices for diverse use cases
Figure 6.x.1.1-1 illustrates how the concept of tailored network instances can be applied to the main 5G use case categories Extreme MBB, Critical MTC and massive MTC:
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Figure 6.x.1.1-1 Network slices for diverse use cases

User plane capacity requirements typically dominate resource consumption in mobile broadband networks, and that will not change as 5G radio access will support high network capacity and individual UE peak rates. Hence, performance and throughput of the user plane functions are in the focus of the Extreme MBB network instance.

High availability and low latency are the key requirements for Critical MTC use cases. User plane functions must be distributed and shall support very fast fail-over to minimize disruption times. Local switching may be enabled in this network instance as well.
Some IoT networks are expected to deal with a huge number of UEs (e.g. sensors), each of which engage in only sporadic data transmission of short data bursts.  They require support for extreme power savings and highly efficient control plane signalling. Often such use cases need very detailed monitoring and reporting functions to get deep visibility into the network behavior as well as into the device location which are not needed for other use cases.

6.x.1.2 Network slices with diverse architecture:
Here we take two example use cases corresponding to slices with two different architectures:
1. Ultra-high (Extreme) Mobile Broadband Network Slice based on 5G radio and split gateway architecture with centralized c-plane and centralized or distributed u-plane.
2. Ultra-low latency Network Slice based on 5G radio and distributed user plane.

Ultra-high (Extreme) Mobile Broadband Network Slice:
In order to serve a high number of UE(s) that require (extreme) mobile broadband services, operators can deploy 5G radio with a new architecture.


Note: this is just an architecture for illustration to show diverse architecture option and this may or may not be the final selected architecture for Next Generation Architecture study.
Figure 6.x.1.2-2: Ultra-High (Extreme) Mobile Broadband Network Slice with Next Gen Technology

Ultra-low latency Network Slice:
In order to serve UE(s) that need services with ultra-low latency, operators can deploy 5G radio with new architecture including decentralized and distributed user plane, local application servers offering low latency services close to the end user.



Figure 6.x.1.2-3: Ultra-High (Extreme) Mobile Broadband Network Slice with Next Gen Technology

Note: this is just an architecture for illustration to show diverse architecture option and this may or may not be the final selected for Next Generation Architecture study.
6.x.1.3 1 Network slice and services functions selection 
In order to perform network selection, Network slice selection principle is one of the most critical aspect of a network slicing framework. It is essential to ensure that the UE running a certain application is steered to an appropriate slice. Besides this, the type of services required for the UE at any time should be taken into consideration as future architectures should enable delivery of micro-services with agility (i.e. set of small services differentiated even within a certain class of use cases). Thus, the selection principle should enable selection of the appropriate function to deliver a certain service even within a class of functions designed for a certain use case.
In summary, selection criteria should enable selection of right network slice for a certain application and also the right functional components within the network slice for a certain service requested by the UE at any time. The figure below shows that the application running in the UE can provide a multi-dimensional descriptor. The multi-dimensional descriptor may contain at least the following:
· Application ID 
· Service Descriptor (e.g. eMBB service, CriC, mMTC)
The network can use the multi-dimensional descriptor along with other information (e.g. subscription) available in the network to choose the appropriate network functions. . This is referred to as the multi-dimensional selection mechanism. Selection of the slice and slice components can be done either in a central entity in the network or done in a distributed entity (i.e. various functional components) and done stepwise. Following are the possible options for network slice and function selection:
1. Two step selection mechanism: Along with information (e.g. subscription) available in the network, selection function in the RAN uses the application ID (part of the multi-dimensional descriptor) to select the appropriate core network slice  and selection function within the core network uses the service descriptor (part of the multi-dimensional descriptor) selects the appropriate network functions within the network slice.
2. One step selection mechanism: Along with information (e.g. subscription) available in the network, selection function within the RAN or the selection function in the core network uses the application ID and Service Descriptor (multi-dimensional descriptor) to select the appropriate network slice, network functions and (re-)directs the UE accordingly.
In the figure 6.x.1.3-1, following examples are shown:
a. Mobile broadband UE-1 can request a service referred to as “session continuity”. In this case, network chooses functional entities necessary to support mobility procedures, session management and other relevant functions such as policy control, security.
b. Critical MTC UE-2 can request a service referred to as “efficient user plane path”. In this case, network chooses functional entities necessary to support low latency user plane path and at the same time offer support for route optimization, as needed due to UE mobility.
c. Stationary IoT UE-3 can request a service referred to as “session on demand”. In this case, network chooses functional entities necessary to support session on demand (and no function selected to offer support for mobility).


  
Figure 6.x.1.3-1: Network Slice Selection
 
[bookmark: _Toc442563438]6.x.2	Function description 
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.
[bookmark: _Toc442563439]6.x.3	Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
* * * End of Changes * * * 
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